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“(…) governments are having as much success as the Internet in disrupting 

independent media and determining what information reaches society.” 

Naím and Bennett (2015) 

 

 
The Internet is a powerful means for people to share information freely and reliably. This is 

possible due to the Internet’s technological infrastructure, governance principles, global reach, and Web 

2.0 features that enable on-the-scene, real-time, user-generated content1. However, some governments 

around the world have been censoring online content or building their own regional Internet 

infrastructure in order to manipulate information, create particular visions of the information world, and 

ultimately dominate their people (Naím & Bennett, 2015). Governments may also reframe available 

online information into useful information for their own intents. 

While governments challenge the world of free information in a systematic fashion and with long-

term intents, certain individuals also act alone or in groups to manipulate information with short-term 

goals based on incidental motivations and convenient opportunities. Interestingly, such opportunities 

emerge in regions where governments do not censor the flow of information in cyberspace, that is, where 

information democracy is the norm. In such places, certain individuals may want to cause instant damage 

to other individuals or institutions, and they find opportunities in distributing false information to a large 

audience given the Internet’s reach. Perpetrators engage in information frauds even though oftentimes 

such frauds can be detected by merely inspecting other relevant sources also available on the Internet. 

This is the case in a large number of situations, such as when individuals distort a politician’s image, a 

region’s socioeconomic indicators, or a company’s prospects. Life expectancy of certain false online 

information is short, but such falsehoods can exert immediate damage to their targets – and there is 

virtually no penalty for such crimes since legislations regulating the spread of false information on the 

Internet is largely missing in the democratic world and across countries. 



Though the Internet is commonly recognized as the best tool available to promote quality 

information inasmuch as quality can be asserted by accuracy, completeness, timeliness and source 

transparency, in fact it has been used also to spread false information. False information or rumors are 

extremely powerful to ignite the emergence of an anti-information/anti-intellectual society. Particularly 

dangerous in cyberspace is the use of evidence-based data to craft false arguments, usually by resorting 

to incomplete data and ingenious views on correlations; malicious use of factual data has been creatively 

termed “weapons of math destruction” (O’Neil, 2016). In other words, factual data may be used to create 

false information and narratives that linger as well as sow discord in the human mind. The information 

revolution now needs to survive the information wars before a modern version of the Roman catacombs 

– such as the Deep Web – will be needed for people to share real information safely and accurately2. 

In this scenario, information processing has become increasingly cognitively demanding as we 

are confronted with information of mixed quality. We approach information of unknown quality, and it 

approaches us in everyday contexts especially through our mobile devices and services such as social 

media. The processing of information stems from the fundamental need to connect and be part of the 

world around us (Maslow, 1971). However, in addition to the aforementioned deliberate ill-uses of 

information by third parties, information overload is also a serious threat to our capacity to process 

information and make good decisions based on it (Eppler & Mengis, 2004). As a result, also at risk is 

our expectation of being effective in the digital society – i.e., of making use of technology-mediated 

information vis-à-vis a purpose and in a systemically healthy way (Bellini, 2018). 

Accordingly, as recent events throughout the world have shown, social media platforms are 

effective means to promote false narratives that amplify bias and try to influence public opinion. There 

are 3.2 billion social media users in a population of 7.6 billion individuals, of which 2.7 billion are active 

through their mobile devices (Kemp, 2018). Given the spread of information of mixed quality and the 

fact that bounded rationality (Simon, 1979) is a permanent limitation for us to deal with information 

overload, the situation is ripe for opportunists to spread false information – aka fake news – in multiple 

online platforms. The ability of an individual, a group or state agents to use platforms like social media 

to spread false information has indeed amplified, as evidenced recently in political campaigning and 

elections (Allcott & Gentzkow, 2017; Marchi, 2012). As research by Lazer et al. (2018) points out, the 

global society needs new safeguarding standards and novel frameworks to approach this problem. 

For the specific case of organizations, the availability of false information in society is obviously 

detrimental. Organizations depend on collecting and processing information to develop strategies and 

internal routines both at the micro- and the macro-level of analysis – such as when analyzing a job 

candidate’s profile or when guessing about future prospects of the economy prior to a conflict-ridden 

election process. Organizations have traditionally based their actions on the regular availability of 

relevant information from known sources, for example when consuming mass media news and industry 

reports before making decisions. Up until recently, a few major sources (such as the news agencies) 

were responsible for informing the organizations. Even if each source has its own bias, biases in 

mainstream information sources are to some degree known by organizations so that a certain level of 

quality control is possible on consumed information. However, with the Internet, the number of 

information sources and the real-time production of information exceed an organization’s processing 

capabilities, as virtually all users of an online tool are consumers and contributors of information. 

Besides, new sources of information emerge constantly, and the quality of a new source may not be 

inferred quickly, whereas it may be not wise to ignore it at all. Any new source of information may 

convey weak signals (Ansoff, 1975), which represent potentially extraordinary gains for organizations 

that explore them first. This makes it even harder for organizations to screen out what is good 

information, and what is not, in the online world. 

The editorial process of a scholarly journal like BAR is also constantly challenged by information 

wars and uncertainties. BAR’s editorial policies and routines are oriented towards identifying and 

capturing outstanding knowledge available in the academic community, coding it into systematic 



information, acknowledging its usefulness and credibility, and sharing it back to the community. With 

this in mind, this third issue of volume 15 offers four original research articles and one interview with a 

renowned scholar. The issue was assembled by past editor-in-chief Dr. Salomão Alencar de Farias with 

the editorial help of Mrs. Luciane Kato Kiwara. The articles in this issue address a coherent set of ideas 

towards a better human society based on sound organizational practices and principles – sustainable 

sharing economy, sustainability indicators for higher education, value co-creation in co-operative 

organizations, and citizen sourcing in the public sector. We hope this issue contributes to theory and 

practice in the realm of organizations and in their relationship with the global information society. 

 

 

Notes 

 

 
1 For a rich account on the history and principles of the Internet, we ask the reader to refer to: Leiner, B. M., Cerf. V. G., Clark, 

D. D., Kahn, R. E., Kleinrock, L., Lynch, D. C., Postel, J., Roberts, L. G., & Wolff, S. (1997). Brief history of the Internet. 

Reston, VA, USA: The Internet Society. Retrieved from https://www.internetsociety.org/internet/history-internet/brief-history-

internet/  

2 Here, we do not discuss another interesting issue concerning the access to relevant information: the geographically bounded 

or user-customized access to information provided by search engines and certain online businesses, a fact that is ignored by a 

number of online users. 
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